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Abstract

On October 21, 2002, the Internet was the target of a Distributed Denial of Service (DDoS) attack. The extent and scope of the impact has been the subject of several forums. Primarily, these discussions have centered on how vulnerable are the “venerable” root name servers that are at the top of the Internet hierarchy. This attack impacted 9 of the 13 root name servers. This paper is meant to provide the reader with insight into what the root server is and how the root name servers system operates; the threats to which the root servers are vulnerable, what countermeasures have been implemented for protection; a summary of the October 21, 2002 incident; and industry analysis of the root name server system. This paper is intended as an overview for a general audience. References and links are provided for those who want more technical insight. The purpose is to provide the current state of the root name server system and its operation. The reader will be left to do a final evaluation of the confidentiality, availability and integrity strength of the root name servers and the root name server system.

The Root Name Server System

The overall operation of the root name server is referred to as the “The Root Name Server System” and is comprised of three major functions plus the core application software used in the operation:

- Root Name Servers
- Root Zone file
- Domain Name System (DNS) protocol
- Core Application Software

Root Name Servers

Root name servers exist to provide Internet Protocol (IP) addresses for the worldwide multitude of Internet users who traverse the global Internet. The root name server layer consists of a group of 13 domain name system (DNS) servers in operation throughout the world today, ten within the United States and three outside of the US. These root name servers, operated by a variety of government, commercial, research and educational organizations around the world, represent the top layer in the Internet Domain Name System (DNS) hierarchy. Due to protocol limitations, the number of these machines is currently limited to 13, although efforts are underway to remove this limitation.¹ The current 13 servers are named “A” through “M”, a.root-servers.net – m.root-servers.net. A complete list of these root servers can be found in Appendix A.

The Role of the Root Name Server

Root name servers are the machines that provide access to IP addresses through the “root zone file” for proper navigation on the World Wide Web. At the top of the hierarchy of the 13 root name servers is the "A" root server, which generates a critical “root” zone file every 12 hours that tells the other 12 root name servers what Internet domains exist and where they can be found.²
This process was established in order for each root name server always to contain the same data. From the inception of the DNS, its fundamental design goal has been to provide a consistent name space that will be used for referring to resources.

Just below the root name servers in the Internet hierarchy are those domain name servers that house the actual Internet domains, the top level DNS (tIDNS) name servers. The tIDNS include both the generic DNS (gDNS) and country code DNS (ccDNS) such as: .com, .net, .org, .biz, .info, .name, .edu, .uk, etc. These tIDNS are the official databases for all web sites that register an official domain name on the Internet. The root name server and DNS system can be described as a distributed Internet directory service that provides information assistance. An analogy can be referring to a phone book that has both names and phone numbers. The root name server provides the phone number (IP address) for the domain word names (phone book name) and the tIDNS handles the translation between the domain names and these IP numeric addresses. Each of the root name servers maintains this list which allows a request to look up domain names in each of these top level DNS (tIDNS).

As this paper is focused on the root name server, a reader who is interested in learning more about the tIDNS and their operation can go to the following URL: http://www.icann.org/tlds/

The Root Zone File

Each root name server contains the same database divided into sections called zones. The zones represent how data is partitioned in the DNS hierarchy. These zones are distributed as root zone files among the tIDNS primary name servers. The primary and subsequently the secondary level DNS name servers are the repositories of these zone files that make up the overall domain database.

A root zone file:

- represents a section or zone of the overall Internet “domain” database and stores sub-domain information
- represents either a single organization or a whole domain within the DNS hierarchy or could be a group of domains
- is maintained on the primary tIDNS and secondary name servers that are now the “authority” for distribution within their zones.

Currently, the master root zone file, the authoritative list of the top-level domain registries and the master name servers for each, is maintained by Network Solutions Incorporated of Herndon, Virginia, US and is available publicly through the 12 secondary root servers “B – M” from the primary “A” root server. This root zone file is made available to the other 12 root name servers in either of two ways:


**Zone Transfers**

Given the relatively small size of the root zone, most updates of the root zone file are propagated via zone transfers. The zone files are distributed to the tIDNS primary name servers. Then afterward, the other non-master or secondary servers for the zone periodically check for changes (at a selectable interval) and obtain new zone copies when changes have been made. This is known as a “zone transfer”. As part of standard system administration operating procedures, each DNS name server backs up a copy of its zone file for security and redundancy.

**Domain Name System**

The domain name system (DNS) is a distributed database arranged hierarchically with the root name servers at the top of the hierarchy and the tIDNS primary name servers and secondary level name servers below. A domain name server is said to be an authority for those sections or zones of the overall domain name space for which it has the complete information. The distribution of the root zone files in this hierarchy ensures, as shown in the previous section, that not all the information is in one place.

The actual combination of the second-level and top-level domain name server is what is commonly referred to as the domain name. Entities who wish to set up and manage a domain must select a top-level domain name system, tIDNS, to register with and create a unique second-level name. Then, they need to register this domain name with either the tIDNS directly or with a recognized authority, a registrar that oversees this tIDNS name space. In the example, `www.sans.org`, “sans” is the sub domain (second-level) and probably has its own domain name server. It has been registered to the tIDNS “org”.

The distributed database can be put in perspective when one understands that a DNS server in a totally different part of the world can manage a separate level in the same domain name string. Take for example the URL “[www.nokia.com](http://www.nokia.com)”. The sub domain “nokia” is probably managed on a DNS name server at the site of the company headquarters in Helsinki, Finland. The primary domain “.com” is managed by Verisign, Inc. which manages the tIDNS primary name servers in Herndon, VA.

For more information on the DNS, go to [http://www.dns.net/dnsrd/](http://www.dns.net/dnsrd/) or to the RFC 1034 identified above.
DNS Protocol

Every time users submit a URL request they need the DNS protocol for their requests to find their destination on the Internet. The DNS protocol provides a service that does not depend on just one root name server for communication. The DNS protocol is the method that translates a URL request, the domain word string, into its corresponding IP address. As part of their zone file, each level of the DNS name server hierarchy has a listing of the names and IP addresses of all 13 of the Internet root servers. Each DNS server can therefore be configured to redirect requests to another root name server if the original root name server machine stops functioning.

It is important to understand that most Internet traffic is in fact handled by the primary and secondary domain name servers that cache frequently requested URL addresses and eliminate the need to query the root name servers. DNS servers and ISP providers have made it easy to retain this IP address information for repeated and continued use through the use of “caching” for a specified amount of time. ISP providers also retain this information for individual users who “bookmark” URL addresses.

Steps in the Root Name Server System Process

The root name server acts like a “facilitator” or “traffic cop” at the top of the hierarchy by keeping track of URL requests and directing them to their destinations. The root name server routes a request from the DNS name servers and their subsequent lower level DNS name servers in the hierarchy to the corresponding master tLDNS primary name server when they receive a request.

The following table describes the steps that a request for a common URL address uses when it takes the Internet superhighway to a web site. When the browser tries to reach a site such as www.sans.org it may or may not need to eventually ask the root name server at the top of the hierarchy to locate the IP address.

<table>
<thead>
<tr>
<th>Step</th>
<th>Action</th>
<th>What is happening</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>A user types in the URL request.</td>
<td>The PC must find the IP address for the hostname: <a href="http://www.sans.org">www.sans.org</a></td>
</tr>
<tr>
<td>2</td>
<td>The web browser sends this request to the “Resolver” which is a computer program/process that runs in the background of any PC connected to the Internet.</td>
<td>The Resolver’s task is to provide domain name resolution. It checks its internal host tables for stored or cached IP addresses. If the URL requested is available it returns this to the user. If not, it goes on to Step 3.</td>
</tr>
<tr>
<td>3</td>
<td>The Resolver checks its configuration for the IP address of the local DNS name server to send the query to.</td>
<td>This request is made to the DNS server at the company site or ISP. It also has another name in the Internet world: Recursive server. If this DNS Recursive server cannot resolve and return the response to the Resolver, (because it does not have it in its file or cache), it proceeds to Step 4.</td>
</tr>
<tr>
<td>4</td>
<td>The DNS Recursive server sends its query to the root name server.</td>
<td>The DNS Recursive servers have a file containing a list of the 13 Internet root name servers and use this file to direct the query.</td>
</tr>
<tr>
<td>Step</td>
<td>Action</td>
<td>What is happening</td>
</tr>
<tr>
<td>------</td>
<td>--------</td>
<td>-------------------</td>
</tr>
<tr>
<td>5</td>
<td>The root name server tells the DNS <strong>Recursive</strong> servers where to go for more information.</td>
<td>The root name server provides a “referral” to the <strong>Recursive</strong> server query for the tIDNS <strong>Authoritative</strong> named servers needed to answer the request. For example, if an “.org” URL is requested, the root server sends the request to the DNS <strong>Authoritative</strong> server for <strong>org</strong>.</td>
</tr>
<tr>
<td>6</td>
<td>The <strong>Recursive</strong> server queries the <strong>Authoritative</strong> servers directly and asks about their full IP address request.</td>
<td>The <strong>Authoritative</strong> server checks its registries and returns the domain name response to the <strong>Recursive</strong> server.</td>
</tr>
<tr>
<td>7</td>
<td>The <strong>Recursive</strong> server returns the request to the <strong>Resolver</strong>.</td>
<td>The <strong>Recursive</strong> server, usually the local DNS name server, caches the domain address information when it returns the query.</td>
</tr>
<tr>
<td>8</td>
<td>The <strong>Resolver</strong> has the information it needs and sends the IP address to the Internet and establishes a connection.</td>
<td>The user is connected to <strong><a href="http://www.sans.org">www.sans.org</a></strong>. <strong>Think of this process the next time you put in an unknown URL request – simple enough?</strong></td>
</tr>
</tbody>
</table>

Primary source courtesy of: [http://support.dyndns.org/support/kb/](http://support.dyndns.org/support/kb/)

**Note**: At each step of the process, the answers being received about the URL request are cached in all the DNS name servers for a specified time.

Readers who would like to see these steps visually can refer to a diagram of this process in Appendix B.

**Core Application Software on the Root Servers**

The root name servers utilize the following software:

**Berkeley Internet Name Daemon (BIND)**

This software handles the context of root name service. It is the most common DNS software of the Internet. Ported to every platform of Unix and Windows NT, the BIND source code is maintained by the Internet Software Consortium.

**Network Time Protocol (NTP)**

Provides clock synchronization, insuring machine clocks are quite closely aligned with standard time sources. (**Note**: **BIND makes no use of the system clock itself.**)

**Syslog**

Used to log system messages thus **no direct impact** would be made on name server operation.

**Secured Shell (SSH)**

Provides remote access to the root name server. Failure of this application simply means remote access to the root name server is impacted; there is **no impact** on the operation of the name server software itself.
Management of the Root Servers and DNS

The Internet Corporation for Assigned Names and Numbers (ICANN) was created in 1998, to assume the following key responsibilities from the Internet Assigned Numbers Authority (IANA). The mission of ICANN is to coordinate the stable operation of the Internet's unique identifier systems. In particular, ICANN coordinates the:

- allocation and assignment of three sets of unique identifiers for the Internet:
  - domain names (forming a system referred to as "DNS");
  - Internet protocol (IP) addresses and autonomous system (AS) numbers; and
  - protocol port and parameter numbers.
- operation and evolution of the DNS's root name server system.

What are the Concerns and Problems (Threats and Vulnerabilities)?

A reality of today's global environment is that most Internet services are dependent on the DNS to operate. If the DNS experiences failure, users are not able to complete URL requests or send email. Since the DNS was designed with one master database, this could potentially represent a single point of failure. An analysis of the more common concerns and problems is listed below. Links are provided for readers who would like to obtain further information:
• It would be possible to change where the root servers are simply by having the relatively small group of people who control who can change routing tables set up new routes, so that those queries go to new servers.

http://www.templetons.com/brad/dns/howworks.html

• If terrorists were to direct a worm to attack root name servers, they could make the Internet inaccessible to the average person, who would have to know the numerical address IP address rather than an easy-to-remember name, www.sans.org in order to reach a Web site. (Unless the local DNS already has this in the file or has cached the IP address).

http://www.washingtonpost.com/ac2/wp-dyn?pagename=article&amp;node=&amp;contentId=A38036-2001Sep27&amp;notFound=true

• In information security, one of the things that that has been acknowledged about the Internet is that diversity improves the resistance of the overall system. “The number of machines that are DNS roots servers and tIDNS servers is relatively small and predictable.”

http://www.cavebear.com/rw/steps-to-protect-dns.htm

• There is not a great deal of software diversity at the upper layers of the DNS - to a large degree the same software is used: BIND running on Unix. This means that many of these servers may be vulnerable to the same kind of attack.

http://www.cavebear.com/rw/steps-to-protect-dns.htm

• The root server system can also be vulnerable to DDoS (distributed denial of service) attacks and related software-based threats. In a recent address to ICANN, the following statement was made “Protection against DDoS attacks is problematic under current network architectures, requiring a shift in focus to detection and rapid recovery.”

http://www.icann.org/committees/security/dns-security-update-1.htm

• Concern over root name server security led to an Internet Engineering Task Force best-practices memo last year, which stressed that physical and electronic security must be paramount. A malcontent who breached a root server could spoof domain names, forge websites and disrupt the Internet for millions of people.


The following table presents a summary of some of the commonly recognized threats and vulnerabilities that face the root server name system:

<table>
<thead>
<tr>
<th>Threat</th>
<th>Vulnerability</th>
<th>Type of Attacks</th>
</tr>
</thead>
</table>
| Confidentiality | • Administration and operator error; misconfigurations  
<p>|               | • Authentication and non-repudiation               | • Unauthorized access     |
|               |                                                   | • Elevation of privilege   |
| Integrity     | • Corruption of key address lists in the root zone file | • Unauthorized access     |
|               |                                                   | • Elevation of privilege   |</p>
<table>
<thead>
<tr>
<th>Threat</th>
<th>Vulnerability</th>
<th>Type of Attacks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Availability</td>
<td>Network and Host System:</td>
<td>Distributed Denial of Service (DDoS)</td>
</tr>
<tr>
<td></td>
<td>• Misconfigurations</td>
<td>• Spoofing</td>
</tr>
<tr>
<td></td>
<td>• Intrusions</td>
<td>• Unauthenticated zone transfers</td>
</tr>
<tr>
<td></td>
<td>Physical:</td>
<td>• ICMP Packets</td>
</tr>
<tr>
<td></td>
<td>• Power grid failures,</td>
<td>• Man-made or natural disasters</td>
</tr>
<tr>
<td></td>
<td>• Telecom infrastructure failure</td>
<td></td>
</tr>
<tr>
<td></td>
<td>• Cooling system failures</td>
<td></td>
</tr>
</tbody>
</table>

### The Current Protection Methods – Countermeasures

A conscious effort has been made to diversify the administration of the 13 machines in several areas: diverse organizations, locations, types of operators, operating environments, etc. Diversity provides one level of protection making it more difficult to attack all thirteen roots servers with a uniform approach.  

### Personnel Practices

Beyond the software and hardware, the operators of the 13 authoritative root name servers mirror the diversity of the system itself, bringing different personalities and different organizational settings to the mix. Nevertheless, they have developed a strong social network of trust, and make use of well-established encrypted communication channels to share information. Each root name server operator has multi-level system administration personnel and support with internally defined escalation procedures.

Additionally, should disruption occur, a summary of the standard set of procedures for the operation of the root name server is further defined in RFC 2870.

Procedurally, the root name server operators have all taken steps to minimize susceptibility to disruption, and to enable rapid detection and recovery. Each root name server site:

- keeps backup copies of zone files, thus should a disruption occur in the generation or transmission of the root zone file, the root servers can make use of backup copies until the situation is resolved.
- has contact information (in hard copy) for all other operators, thus should an issue be detected, the root name server operators can get in contact with each other.

### Physical Protection

#### Hardware Redundancy

The specification for root name server performance detailed in RFC 2870 specifies that the root name servers have physical security “in a manner expected of data centers critical to a major enterprise.”

Each root name server has redundant hardware available to it. The hardware is in the form of either a:

- **Hot spare**—able to be made operational with human intervention.
- **Live spare**—able to take on the full load of serving the root zone without human intervention should there be a hardware failure.
All 13 root name servers have some "hardening" with respect to environmental contingencies. This hardening includes:

- The use of controlled physical access, protection against power grid and cooling failures with UPS protected power with local generator capacity for extended outages.
- Diverse Internet connectivity in three levels: Physical, Data Link, Network

Y2K Validation

The root name servers underwent a comprehensive evaluation for Y2K sustainability, and it was established that all the root name servers would not encounter significant events on January 1, 2000. The full review can be obtained at URL: http://www.icann.org/committees/dns-root/y2k-statement.htm

System Protection

Root Name Servers

All of the root name servers use some variant of the Unix operating system, however both the hardware base and the vendors' Unix variants are relatively diverse: of the 13 root servers, there are seven different hardware platforms running eight different operating system versions from five different vendors.

It has been estimated, that, with the amount of traffic each individual root name server receives, root name service can function with little or no disruption when 40% of the name servers are offline, thus should a significant catastrophe or attack occur, the diversity of location will permit the root name server system to continue operation while the disrupted name servers are restored.

Master Root Name Server “A”

The Master Root “A”, as previously stated, is managed by Verisign's Network Solutions and, at the top of the Internet hierarchy, it is the most valuable name server in the DNS. The following security precautions have been taken to safeguard this server:

- biometric-verified access to server rooms
- backup power supplies, redundancy
- different types of hardware and software
- multiple Internet links

Root Zone File

Once generated, the master zone file is replicated to a disaster recovery site, with backups stored at off-site locations. Changes to the zone file are subjected to an elaborate system of review and verification, including human scrutiny of the file before it is published. The change control of this file is held by the Internet Assigned Numbers Authority (IANA).
Core Application Software

The root DNS name servers have implemented BIND, version 8 or higher. BIND v9 is the most recent version and has incorporated stronger functionality to further security. As the root name servers run recent versions of BIND, the 13 operators are able to share experience and troubleshooting tips.\(^\text{16}\)

Emerging Countermeasures

With the guidance of IETF, the organizations that operate the root name servers have started working on the following security enhancements:

- The use of a dedicated primary server for distribution of zone file updates.
- A set of security-enhancing tools, known collectively as DNS security (DNSSEC). DNSSEC essentially uses public key cryptography techniques to verify the validity of DNS data. In other words, DNSSEC is a mechanism to assure the authenticity and integrity of DNS data. DNSSEC facilitates a chain of trust that starts with the root name servers and proceeds through the hierarchical resolution of a domain name. At each level in the DNS, the signature of the upper level zone is verified using an associated public encryption key.\(^\text{19}\)

ICANN’s Actions

The Security and Stability Advisory Committee was formed by ICANN in 2002 following the ICANN meeting in November 2001 that focused on DNS security.\(^\text{18}\)

In light of recent attack, the Committee has focused on:

- Analysis of the October 2002 Distributed Denial of Service Attacks.
- Making recommendations for addressing operational procedures.

Full details can be obtained on: [http://www.icann.org/committees/dns-root/](http://www.icann.org/committees/dns-root/)

As a result of the ICANN meeting in January, 2003, the Security Committee is tasked to coordinate these following assessments across the internet community: \(^\text{20}\)

1. Perform a comprehensive threat/risk analysis
2. Establish an on-going audit capability to assess protection, detection and recovery capabilities.
3. Include assessments of the length of time that it is acceptable for particular services to be unavailable.

Defense in Depth

A basic principle of security protection, defense in depth (DiD), asserts that at every point on the Internet superhighway where there is transmission, processing or storage of data there is room for a security breach. Organizations at every level of the DNS should be taking precautions to maintain confidentiality, integrity and availability of data.

“The Internet does not run on root name servers alone... ensuring the safety and stability of the Internet depends on every member of the Internet community, business, individuals, and governments, all fulfilling their respective duties on the global, regional, and national levels.”\(^\text{21}\)
Summary: October 21, 2003

Type of Attack: Distributed Denial of Service

Attack Method: The attack, over a period of one hour, was done via Internet control message protocol (ICMP) requests to the root servers. These requests were high-volume and high frequency ICMP data packets sent to the root name servers. The term for this is "ping-flooding".

Impact: Nine of the 13 servers were impacted.

Mitigation: ICMP data is not essential to network administration and many servers, and the routers that direct data to its destination, tend to block the protocol. That is precisely what administrators did during the recent attack to stop the flood of data from reaching the DNS root servers. Indeed, October's attack may not have been as serious as previously claimed.
What They’re Saying: Industry Comments

The statements below were collected to provide the reader with a broad view of what the industry has stated about the security of the root name server system and the overall DNS, especially in light of the October, 2002 DDoS attack:

“The root servers, dispersed throughout the world, are key way stations in the routing of Internet messages and other traffic. The Internet was designed so that no single point of failure could cripple the whole system. While half of the root servers are located in the United States, buildings that once served as Internet hubs are no longer located in a few central places.”
http://www.washingtonpost.com/ac2/wp-dyn?pagename=article&node=&contentId=A38036-2001Sep27&notFound=true

“We ought to consider whether it is prudent to maintain this degree of homogeneity or whether we should require that every DNS zone be served by multiplicity of implementations on a diverse set of platforms. This is not unlike the long established requirement of geographic diversity between servers.”
Karl Auerbach, October 14, 2001 http://www.cavebear.com/rw/steps-to-protect-dns.htm

“The stability of the Internet, its resilience against attack, and its ability to recover after a catastrophe, would be vastly improved if the DNS were to have the redundancy offered by multiple roots.”

The CERT Coordination Center, which tracks internet vulnerabilities for the US government, warned June 28 that a flaw in DNS resolver libraries (the code that handles the transformation of domain names into IP addresses) in multiple Unix applications were susceptible to a buffer overflow attack. Computer Wire, May 9, 2002 http://www.theregister.co.uk/content/archive/26967.html

"The only way to stop such attacks is to fix the vulnerabilities on the machines that ultimately get taken over and used to launch them. There's no defense once the machines are under the attacker's control."
Alan Paller, Sans Institute, Washington Post, October 22, 2002

“Government could improve security of the infrastructure by requiring that the service providers with whom it does business filter out spoofed IP addresses. Server operators mitigated the effect by disabling response to ICMP echo traffic.”
“Regardless of the success of the attack, bringing down the root servers would not result in a shutdown of the Net as we know it...the software that runs the root servers likely has flaws that could be exploited by attackers. But "the sky is not falling." The importance of the root servers has been overstated, Fred Cohn said, arguing that their core functions could be rebuilt within hours. This attack shows that it's possible to wreak havoc among a few hundred technical people who have to batten down the hatches...But there have been no serious negative consequences."

Fred Cohn, University of New Haven, CNET News.com, November 7, 2002

“One of the things that we have learned from the viruses and worms that have plagued our existence on the Internet is that diversity improves the resistance of the overall system. However, we do not have a great deal of software diversity at the upper layers of the Domain Name System- to a very large degree the same software is used: BIND running on Unix (including BSD and Linux derivatives). This means that many of these servers may be vulnerable to the same kind of attack.”

Karl Auerbach, October 14, 2001,
http://www.cavebear.com/rw/steps-to-protect-dns.htm

The distributed and redundant nature of the root server system makes it less vulnerable to physical attack than, say, the public switched telephone communications system that has to protect numerous single points of failure.

ICANN Meeting, Presentation, November, 2001
http://www.icann.org/committees/security/dns-security-update-1.htm

A spokesman for UUNET, which is the service provider for two of the root servers, told internetnews.com it was the "largest, most targeted attack" ever seen. "This did not affect the end user but it was huge and concerted. It was rare because it was aimed at all 13 servers. It was an attack on the Internet itself and not a particular Web site or service provider," he explained.


In a set of presentations to the community at the November 2001 ICANN meeting, operators of the DNS root name servers stressed that the distributed architecture of the system was designed to be robust in the face of disaster or malicious attack. "ICANN cannot solve 'the' whole Internet security problem – and it shouldn't try to. It can – and should – promote protection of the name and number services upon which the Internet relies."

http://www.icann.org/committees/security/dns-security-update-1.htm
Summary: Evaluation

How secure is the Root Server Name System?

Prior to evaluating the security of the root server, the reader should consider the foundation of information assurance and apply it to the root name server system process. Security measures should consider these basic fundamentals:

Confidentiality

Confidentiality provides assurance that information is shared only among authorized persons or organizations. Breaches of confidentiality occur when data is not handled in a manner adequate enough to safeguard the confidentiality of the information concerned.

Integrity

The integrity of data is not only whether the data is “correct”, but whether it can be trusted and relied upon. Assurance is needed that the information is authentic and complete. Security measures must be taken to ensure that the data cannot be corrupted or lost. The data should be in its original state and not altered.

Availability

Availability provides assurance that the systems responsible for delivering, storing and processing information are accessible when needed, by those who need them. Security measures must be taken to ensure that the data is available at all times.

Due Diligence

Due diligence provides the assurance that security is an ongoing process. There is a need for constant and continued vigilance.
## Definitions

<table>
<thead>
<tr>
<th>Term</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Authoritative</strong></td>
<td>Adjective describing a domain name server (DNS) or a response from a name server that is referencing its own domain data, the zone file. The authoritative server contains an entire copy of the zone that is derived from local configuration data, possibly with the help of another authoritative name server for the zone. Data on its domains is obtained without the need for caches or the help of any resolver.</td>
</tr>
<tr>
<td><strong>Cache; Caching</strong></td>
<td>A cache (pronounced CASH) is a place to store something temporarily. The files you automatically request by looking at a Web page are stored on your hard disk in a cache subdirectory under the directory for your browser (for example, Internet Explorer). When you return to a page you've recently looked at, the browser can get it from the cache rather than the original server, saving you time and the network the burden of some additional traffic. You can usually vary the size of your cache, depending on your particular browser. The act of recording authoritative response to resolver queries for future reference. Generally cached records will be purged after a predetermined time.</td>
</tr>
<tr>
<td><strong>Denial of Service (DoS)</strong></td>
<td>On the Internet, a denial of service (DoS) attack is an incident in which a user or organization is deprived of the services of a resource they would normally expect to have. Typically, the loss of service is the inability of a particular network service, such as e-mail, to be available or the temporary loss of all network connectivity and services.</td>
</tr>
<tr>
<td><strong>Distributed Denial of Service (DDoS)</strong></td>
<td>On the Internet, a distributed denial-of-service (DDoS) attack is one in which a multitude of compromised systems attack a single target, thereby causing denial of service for users of the targeted system. The flood of incoming messages to the target system essentially forces it to shut down, thereby denying service to the system to legitimate users.</td>
</tr>
<tr>
<td><strong>DNS</strong></td>
<td>The Domain Name System (DNS) is the distributed database of the Internet which contains a mapping of domain names to IP addresses and vice versa. The database is distributed because each domain can be administered by a different organization.</td>
</tr>
<tr>
<td><strong>DNS Name Servers</strong></td>
<td>DNS name servers maintain mappings of domain names to IP addresses (and vice versa) and answer queries including, but not limited to &quot;What is the IP address associated with this particular domain name?&quot;, and &quot;What is the domain name associated with this particular IP address?&quot;. DNS name servers themselves also use resolvers to ask other DNS name servers questions to which they don't know the answers themselves.</td>
</tr>
<tr>
<td><strong>DNSSEC</strong></td>
<td>DNS Security (or DNSSEC) applies cryptography to the Domain Name System to authenticate the information served.</td>
</tr>
<tr>
<td><strong>Domain Name</strong></td>
<td>A unique designator on the Internet made up of symbols separated by dots, such as <a href="http://www.sans.org">www.sans.org</a>.</td>
</tr>
<tr>
<td><strong>Elevation of Privilege</strong></td>
<td>The ability of a user to gain unauthorized privileges on a machine or network. An example of privilege elevation would be an unprivileged user who could contrive a way to be added to the Administrator's group.</td>
</tr>
<tr>
<td><strong>ICMP packets</strong></td>
<td>ICMP packets carry network data used for reporting errors or checking network connectivity, as in the case of the common &quot;ping&quot; packet. A flood of such data can block access to servers by clogging bottlenecks in the network infrastructure, thus preventing legitimate data from reaching its destination. However, ICMP data is not essential to network administration, and many servers, and the routers that direct data to its destination, tend to block the protocol.</td>
</tr>
<tr>
<td>Term</td>
<td>Definition</td>
</tr>
<tr>
<td>-----------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td><strong>Internet Protocol</strong></td>
<td>The Internet Protocol (IP) is the method or protocol by which data is sent from one computer to another on the Internet. Each computer (known as a host) on the Internet has at least one IP address that uniquely identifies it from all other computers on the Internet.</td>
</tr>
<tr>
<td><strong>ICANN</strong></td>
<td>The Internet Corporation for Assigned Names and Numbers (ICANN) is the global non-profit organization responsible for coordinating the Internet's core systems of unique identifiers, most notably the Domain Name System (DNS).</td>
</tr>
<tr>
<td><strong>IP Address</strong></td>
<td>A unique identifier number that is provided for any host on any TCP/IP network, including the Internet.</td>
</tr>
<tr>
<td><strong>Protocol</strong></td>
<td>In information technology, a protocol is the special set of rules that end points in a telecommunication connection use when they communicate. Protocols exist at several levels in a telecommunication connection.</td>
</tr>
<tr>
<td><strong>Resolver</strong></td>
<td>The physical structure of the DNS consists of resolver programs. The task of the DNS Resolver client program is to create queries and send them to a DNS name server for resolution. A resolver is capable of performing a recursive search of the Domain Name System to locate records that would answer a query. It does this by querying domain name servers, including the root name servers.</td>
</tr>
<tr>
<td><strong>Recursive</strong></td>
<td>A recursive query is a request from a host to a resolver to find data on other name servers.</td>
</tr>
<tr>
<td><strong>Root Zone</strong></td>
<td>The ancestor of all zones and is the parent of the top level domains. It is written as &quot;. &quot;. Root (as it is often called) has no labels.</td>
</tr>
<tr>
<td><strong>Root Zone File</strong></td>
<td>A root zone file is a section of the domain name system with the data necessary for resolving specified Internet domain names to the appropriate number form of an Internet Protocol (IP) address. The root zone file usually resides on the DNS name servers that administer a site.</td>
</tr>
<tr>
<td><strong>Spoof; Spoofing</strong></td>
<td>The basic purpose of spoofing is to confuse a DNS name server into giving out bad information. For example, to fake an Internet address so that one looks like a certain kind of Internet user. IP spoofing, for example, involves trickery that makes a message appear as if it came from an authorized IP address. A remote user can send specially crafted DNS packets to a target DNS server to inject false domain name information into a DNS cache.</td>
</tr>
<tr>
<td><strong>Top Level Domain</strong></td>
<td>On the Internet, a top-level domain (TLD) identifies the most general part of the domain name in an Internet address. A TLD is either a generic top-level domain (gTLD), such as &quot;com&quot; for &quot;commercial,&quot; &quot;edu&quot; for &quot;educational,&quot; and so forth, or a country code top-level domain (ccTLD), such as &quot;fr&quot; for France or &quot;is&quot; for Iceland.</td>
</tr>
<tr>
<td><strong>Unauthenticated Zone Transfers</strong></td>
<td>A remote attacker can use malicious zone transfers to crash vulnerable BIND servers, resulting in a denial-of-service condition that disables name resolution service.</td>
</tr>
<tr>
<td><strong>Zone Transfers</strong></td>
<td>Zone transfers are the method of the root name server hierarchy to distribute the root zone file to primary and secondary domains. Secondary name servers update their own zone data from its primary server most often use zone transfers.</td>
</tr>
</tbody>
</table>

Sources:

- [http://whatis.techtarget.com/](http://whatis.techtarget.com/)
- [http://www.menandmice.com/online_docs_and_faq/glossary/glossarytoc.htm?resolver.htm](http://www.menandmice.com/online_docs_and_faq/glossary/glossarytoc.htm?resolver.htm)
# Appendix A Root Name Server Operators and Locations

<table>
<thead>
<tr>
<th>Server</th>
<th>Operator</th>
<th>Cities</th>
<th>IP Address</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>VeriSign Global Registry Services</td>
<td>Herndon VA, US</td>
<td>198.41.0.4</td>
<td><a href="http://www.verisign-grs.com">www.verisign-grs.com</a></td>
</tr>
<tr>
<td>B</td>
<td>Information Sciences Institute</td>
<td>Marina Del Rey CA, US</td>
<td>128.9.0.107</td>
<td><a href="http://www.isi.edu">http://www.isi.edu</a></td>
</tr>
<tr>
<td>C</td>
<td>Cogent Communications</td>
<td>Herndon VA, US</td>
<td>192.33.4.12</td>
<td><a href="http://www.psi.net">http://www.psi.net</a></td>
</tr>
<tr>
<td>D</td>
<td>University of Maryland</td>
<td>College Park MD, US</td>
<td>128.8.10.90</td>
<td><a href="http://www.psi.net">http://www.psi.net</a></td>
</tr>
<tr>
<td>I</td>
<td>Autonomica</td>
<td>Stockholm, SE</td>
<td>192.36.148.17</td>
<td><a href="http://www.nordu.net">http://www.nordu.net</a></td>
</tr>
<tr>
<td>J</td>
<td>VeriSign Global Registry Services</td>
<td>Herndon VA, US</td>
<td>192.58.128.30</td>
<td>N/A</td>
</tr>
<tr>
<td>L</td>
<td>Internet Corporation for Assigned Names and Numbers</td>
<td>Los Angeles CA, US</td>
<td>198.32.64.12</td>
<td>N/A</td>
</tr>
</tbody>
</table>

Sources:
- [http://www.icann.org/committees/dns-root/y2k-statement.htm](http://www.icann.org/committees/dns-root/y2k-statement.htm)
Appendix B Steps in the Root Name Server System Process

1. You type in the URL request.
2. Your web browser sends this request to the "Resolver" which is a computer program/process that runs in the background of any PC connected to the Internet.
3. The Resolver sends the query to the local DNS "Recursive" name server.
4. Your DNS Recursive server will now send its query to the Root Name Server if it does not have the data stored in it file tables or cache.
5. The root name server will now provide your DNS Recursive server the correct Authoritative "tlDNS" to query.
6. Your Recursive server will now query the Authoritative servers directly and ask about their full IP address request.
7. The Recursive server returns the domain IP address request to the Resolver.
8. The Resolver now has the information it needs and sends the IP address to the internet and establishes a connection.
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