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Tuning was adhoc

Detection rules were broad

Relied on in-house suppression engine for tuning

This is the primary way we reduced false positives

Very few methods for tuning

Detection performance metrics did not exist

We measured conversion rate and little else

Life before metricsӜ2 years ago



To reduce noise from false positives

To identify which detection rules were noisy

To identify impactful changes

To gather additional data for tuning

We needed change...



Exploring conversion rates
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disable them completely. We 

needed to develop a view...

First Iteration
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Are the detection rules accurate?

What rules are causing pain?

Do apparently noisy rules actually cause pain?

Can we disable this or that rule?

How can we increase accuracy and decrease noise?

Ask questions; iterate further
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Existing Datapoints

ƺ Conversion rate

ƺ Event rate

New Datapoints

ƺ True positive v. false positive event rate

ƺ Time*

Changing what we track



Second Iteration



Ἇ Measure analyst time per event generated

Ἇ Less time on events = more time building

Ἇ More time building = better detection rules

Ἇ Question and improve analyst workflow

How did we leverage time?



Am I spending more time on detected events?

Why?

Am I spending more time on false positives? 

What is the breakdown?

Analyzing time leads to improvements in 

workflowsӜnot just detection rules.

Tracking time answered questions



Current IterationOur metrics 
True positive/false positive percentages per detector

NOTE:Transaction = Time expenditure on transactions by 

detection rule

Confirmed detected events

Confirmed false positive events

Conversion percentage per detection rule

Grouping of events on a given endpoint at a point in time. We record 

the action taken on that grouping.



Ἇ Logs are voluminous but revealing 

Ἇ Metrics are just numbers 

ƺ Great for trends; bad for context

Ἇ Data reduction expedites searches and 

queries and helps with retention

Reducing data 



You may want to keep data not strictly needed for metrics

What questions might you have after identifying a seemingly 

problematic rule or a group of rules

Possibilities:

ƺ Severity of incident related to alert

ƺ Environments that tripped alert

ƺ Hosts online and active during the timeframe pulled

ƺ Unique incidents per rule or day

What data do you want to keep?



We chose days 

You may prefer hours or weeksӜdepending on desired 

comparison interval. 

You can go from days to weeks; but not from weeks to days

Automate this collection so storage populates continually

Keep this data as long as possible

Some patterns only become apparent over weeks, months
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Time Intervals



Subset remains



Ἇ Count the times we see a rule each day

Ἇ Count the total number of events per day (technically 

could be derived from the above)

Ἇ Distinct count of incidents per rule per day

Ἇ Essentially we are summing individual events by rule by 

each field we care about in the logs

Now we do a lot of counting



Ἇ Check your data and query syntax for errors

ƺ It is impossible to have malicious time and no 

unique malicious incidents

Validate small subsets of data



Most logs have dates that are fairly 

precise and generally good

To group by time, they all must be 

the same 

Truncating them or rounding the 

same hour and second does this

If you have a year month day field, 

this could also be used

Normalize dates 



Example Python

Group into categories
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Count by Rule
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Example 
Python



Get time worked

Example Splunk


