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Life before metrics>K2 years ago

Tuning was adhoc
Detection rules were broad
Relied on inthouse suppression engine for tuning

A This is the primary way we reduced false positives
‘' Very few methods for tuning

Detection performance metrics did not exist

1 We measured conversion rate and little else
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We needed change...

A To reduce noise from false positives
\' To identify which detection rules were noisy
' To identify impactful changes

\' To gather additional data for tuning
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First Iteration

Exploring conversion rates
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disable them completely. We
needed to develop a view...
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Ask questions; iterate further

Are the detection rules accurate?
What rules are causing pain?
Do apparently noisy rules actually cause pain?

Can we disable this or that rule?

= =2 2 =2 =2

How can we increase accuracy and decrease noise?
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Changing what we track

1 Existing Datapoints
3z Conversion rate
z Eventrate
1 New Datapoints
3 True positive v. false positive event rate

3z Time*
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Second Iteration

# conversion by week
df get con = df_328[[ 'daily detected count', 'daily not_detected count', 'daily per detector event count']].\
groupby(df 328. time.dt.week).aggregate('sum')

df _get con[ 'conversion'] = df_get_con[ 'daily detected count'] / \
df_get_con[ 'daily per detector_event count']

df_get_con[['daily detected count', 'daily not_detected count', 'daily per detector_ event count', 'conversion']]

daily_detected_count daily_not_detected_count daily_per_detector_event_count conversion

_time
1 762 126 888 0.858108
2 758 264 1022 0.741683
3 518 166 684 0.757310
4 934 293 1227  0.761206
5 710 269 979 0.725230
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How did we leverage time?

» Measure analyst time per event generated
» Less time on events = more time building
» More time building = better detection rules

» Question and improve analyst workflow




Tracking time answered guestions

Am | spending more time on detected events?
' Why?

Am | spending more time on false positives?
1 What is the breakdown?

Analyzing time leads to improvements in
workflows Xnot just detection rules.
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Our metrics e

True positive/false positive percentages per detector

NOTE Transaction 3ime expenditure on transactions by
detection rule

1 Confirmed detected events
1 Confirmed false positive events

Conversion percentage per detection rule

Grouping of events on a given endpoint at a point in time. We record
the action taken on that grouping.
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Reducing data

» Logs are voluminous but revealing
» Metrics are just numbers
s Great for trends; bad for context
» Data reduction expedites searches and

gueries and helps with retention
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What data do you want to keep?

A You may want to keep data not strictly needed for metrics

‘' What questions might you have after identifying a seemingly

problematic rule or a group of rules

A Possibilities:

]

é
e
e

Severity of incident related to alert
Environments that tripped alert
Hosts online and active during the timeframe pulled

Unique incidents per rule or day
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Time Intervals

We chose days

A\ You may prefer hours or wedldepending on desired
comparison interval.

A You can go from days to weeks; but not from weeks to days
Automate this collection so storage populates continually

Keep this data as long as possible

‘'  Some patterns only become apparent over weeks, months
W Makeacopyy <GFAL KLGJ= EGFL @K G1J
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Subset remains

_time

2019-04-02 13:37:46.980

2019-04-02 08:23:32.404
2019-04-01 22:30:51.917
2019-03-29 14:35:57.816

2019-03-29 13:12:29.610

2019-03-29 12:57:15.882

2019-03-29 15:51:01.121

2019-03-29 16:34:15.378

2019-03-29 16:34:35.845

2019-03-28 22:06:18.545

engine_observations{}.id

7/

450
669
790

790
790

499
790

301
450
703
790
1164

301
450
703
790
1164

450

790

301
790

301
790

669
790

claimed_at 7/
2019-04-02T13:41:07.727Z

2019-04-02709:55:52.300Z
2019-04-02703:52:30.7822
2019-03-29721:08:28.420Z

2019-03-29T13:13:51.601Z

2019-03-29T13:04:58.668Z

2019-03-29721:36:33.298Z

2019-03-29721:14:16.164Z

2019-03-29721:14:16.510Z

2019-03-28722:44:34.866Z

terminal_at 4

2019-04-02713:41:33.938Z

2019-04-02709:56:43.371Z
2019-04-02704:08:13.921Z
2019-03-29721:09:12.560Z

2019-03-29713:20:34.288Z

2019-03-29T713:20:34.065Z

2019-03-29721:40:39.309Z

2019-03-29721:16:31.931Z

2019-03-29721:16:32.011Z

2019-03-28722:44:38.976Z

terminal_stage 7/

hidden

hidden
hidden
hidden

detected

detected

hidden

detected

detected

hidden_not_suppressed

analyst

analyst

analyst
analyst

analyst

analyst

analyst

analyst

analyst

analyst

analyst

7

SR

1s{}.cl

subd i 74

Suspicious Activity

Suspicious Activity

environment

environment
environment

environment

environment

environment

environment

environment
environment

environment
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Now we do a lot of counting

» Count the times we see a rule each day

» Count the total number of events per day (technically
could be derived from the above)

» Distinct count of incidents per rule per day

» Essentially we are summing individual events by rule by

each field we care about in the logs red[WJcanar




Validate small subsets of data

» Check your data and query syntax for errors
; Itis impossible to have malicious time and no

unique malicious incidents

total_human_transaction_time_all_detectors total_human_transaction_time_detected_all_detectors human_transaction_time_malicious unique_detections_malicious *
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Normalize dates

now = datetime.now()

truncated date = now.strftime("%Y-%¥m-%dT12:002")
print (now)

print (truncated date

2019-03-28 12:57:47.9B8695
2019-03-28T12:00Z

Most logs have dates that are fairly
precise and generally good

To group by time, they all must be
the same

Truncating them or rounding the
same hour and second does this

If you have a year month day field,
this could also be used
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Example Python

Group into categories

In [50]: dfl.columns

Out[50]: Index(['analyst', 'terminal_stage', 'terminal_at', 'engine_ observations{}.id',

'claimed_at', '_time', 'engine_observations{}.name',

'endpoint.hostname', 'subdomain’,

'associated_detections{}.classification'],
dtype='object')

In [55]: dfl['freewill']= dfl['analyst'].apply(lambda x: "bot" if 'bot' in x else 'human')

In [61]: dfl.freewill|16:24

Out[61]: 16
17
18
19
20
21
22
23

human
human
human
human
human
bot
bot
bot

Name: freewill, dtype: object



>>>>>

Count by Rule =

>>>>>

— In [32]: from collections import defaultdict

event_counts_by_rule = defaultdict(int)

for event_data in event_list[0:500]:
key = event_data[ 'engine observations{}.id']
event_counts_by rule[key] += 1

In [34]: pprint.pprint(event_counts_by_ rule)

, Example
defaultdict(<class 'int'>,
e 1, Python
‘1001': 20,
'1019': 4,
'1125': 1,
'1150"': 1,
'1155": 4,
'1202': 39,
'1210': 2,
'1273': 2,
'1346': 1

r
'1400\n1410\nl1839': 2,
'1410\n1839': 1,

YOl '1423': 1,

YOl '1451': 1,

YOl '1464': 55,

Yol '1464\n1848": 5,

YOU v i '1464\n1915': 6,
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Example Splunk

Get time worked
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