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Impacted Company

ÅMultinational with HQ in India and subsidiaries in 
Brazil and US;

Å9,000 employees worldwide;

ÅProduction and selling goods;

ÅNetwork segmented in operation and 
administrative zones. Operation managed by HQ 
and administrative managed by each subsidiary;



Management Structure

ÅBottom-up management structure:

ïBrazilian IT Manager (the person that first 
contacted us) Brazilian IT Director, Global Security 
Officer, Global VP for IT, President.



Incident Detection

ÅIT Director: September 7th had problem 
loading e-mails;

ÅIT team not operational due to the holyday;

ÅL¢ aŀƴŀƎŜǊ ǿŜƴǘ ǇŜǊǎƻƴŀƭƭȅ ǘƻ ǘƘŜ ŎƻƳǇŀƴȅΩǎ 
facility, confirmed the incident and reported IT 
Director;



Incident Report

ÅIT Director:
ïtƻǿŜǊ ƻŦŦ ŀƭƭ ŎƻƳǇŀƴȅΩǎ LƴǘŜǊƴŜǘ ƭƛƴƪǎ ǘƻ ŀǾƻƛŘ data leak; 
ïContact a specialized company to help dealing with the 

problem; 
ïThe IT Manager should communicate the problem 

internally (using a personal E-mail address as the 
ŎƻƳǇŀƴȅΩǎ ǿŀǎ ŘƻǿƴύΤ 
ïAfter informed the criminals asked for money in return for 

the data , he stated that the company should not pay 
anything, regardless of the problem. 



Incident Report

ÅIT Manager contacted us:

ïSeptember 7th 9PM;

ïGave us an overview of the incident and its impact 
(I found quite strange the ransomware message);

ïScheduled the incident response for the next 
morning 8am.



Understanding the Incident

ÅSeptember 8th 8am:

ïMeeting with IT Manager and IT Team before 
starting the technical activities;



Understanding the Incident

ÅWhat we got from this meeting:
ïThe Global VP of IT informed that the problem ǿŀǎƴΩǘ Ƨǳǎǘ with 

the Brazilian branch. Subsidiaries in US and India had also been 
impacted and were trying to recover; 

ïAdditionally, he oriented that the first objective was to recover 
the affected assets, establish a group of work and have 
someone as a point of contact for all efforts in line; 

ïThe VP for Brazil informed that he tried to contact the special 
police for digital crimes, which did not respond due to the 
holiday. He also recommended contacting a specialized 
attorney; 



Additional Guidelines

ÅThe person globally in charge of the Incident 
Response stated that:

ïEach subsidiary should respond for its own incident;

ïShare their findings;

ïReport the incident extent;

ïRecover the environment without paying the ransom.



Initial Assessment

ÅIs there a backup?

ïέWǳǎǘ Řŀǘŀ ŀƴŘ ƴƻǘ ǳǇŘŀǘŜŘΦ .ŜǘǘŜǊ ǘǊȅƛƴƎ ǘƻ ŘŜŎǊȅǇǘέ

ÅHow other subsidiaries are dealing with the 
problem?

ïIndia: 8,5 hours time zone difference;

ïThey were overwhelmed trying to solve their own 
ǇǊƻōƭŜƳ ŀƴŘ ŘƛŘƴΩǘ ŀƴǎǿŜǊŜŘ ƻǳǊ ǉǳŜǎǘƛƻƴǎΤ



Initial Assessment

ÅThe odd message



Web search: what are we dealing with?

Google search: 1 result



In the meantime

ÅThe global VP of IT:

ïReinforced that the main objective was recover 
and prevent damage;

ïGlobal head of Legal oriented to not contact the 
police and wait for additional guidelines before 
contacting any external entity ςspecially media.



Incident Status

Å At this point (approx. 1PM), in summary, our situation was:
ï/ƻƳǇŀƴȅΩǎ ŦƛƭŜ Ŝ-mail and active directory servers compromised by an 

unknown malware;
ï No malware sample to analyze as the binary itself was encrypted amongst the 
ŎƻƳǇŀƴȅΩǎ ŘŀǘŀΤ

ï It was not certain the backup contained all the data ςa restore procedure was 
being tested in parallel;

ï No fast Internet connection to use during the incident response ςI was using 
my 3G/4G smartphone connection;

ï It was not possible to get information from other subsidiaries;
ï Google was not helping much;
ï Pressurefrom company executives to restore the environment.



Negotiating more time to investigate 

ÅDespite the company pressure to restore the 
servers, IT Manager asked us about the next 
move:
ïIf we restore all the environment, we will have no 

chance to identify the infection vector;

ïThe recovered servers could be infected by the 
same threat;



Negotiating more time to investigate 

ÅIT Manager explained the reasons to do not 
restore to IT Director;

ÅIT Director agreed and gave us more timeςwe 
ǊŜŀƭƭȅ ŘƻƴΩǘ ƪƴƻǿ ƛŦ ƛǘ ǿŀǎ ŀƭƛƎƴŜŘ ǿƛǘƘ Iv ŀƴŘ 
how much time we could have;



What are we dealing with?

Could it be a Petya

variant?

Bypass Ransomware 

block: the first try



What are we dealing with?

Carving: anybody 

in there?



What are we dealing with?

Carving: anybody 

in there?



Restore process started

ÅIt was almost 5pm and the news about the 
encrypted data augmented the pressure to restore 
the environment;
ÅAs the administrative network and systems were 

down, no business could be done;
ÅAlmost at the same time, the person verifying the 

backupassured us that the data ok;
ÅServers released to be restored.



Fully scanning the network

ÅLooking for evidence on the environment;

ÅContact with India again to check for AV signatures 
update:
ïέ²Ŝ ƘŀǾŜ ŀ ƴŜǿ !± ǎƛƎƴŀǘǳǊŜ ǘƻ ŀǇǇƭȅΦ ²Ŝ ŀǊŜ ƎƻƛƴƎ ǘƻ 
ǎŜƴŘ ȅƻǳέ ǘƘŜȅ ǘƻƭŘ ǳǎ όŎƻƻǇŜǊŀǘƛƻƴ ŘǳǊƛƴƎ ǘƘŜ ŎǊƛǎƛǎ ƴƻǘ 
working well);

Å6pm: we manually applied the new signature and 
started the full scan on local network;



Contacting the crook

Å00:30

έIŜȅΣ L Ǝƻǘ ƛƴŦŜŎǘŜŘέ



Contacting the crook

Å00:40

Good SLA!

??


